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Abstract: The paper concerns with the nonstationary two dimensional microflow boundary layer system. By
posing some restrictions on the viscous function, the existence and the uniqueness of local solutions to the system
are got. The main technique we used in the paper is Oleinik line method based on a successive approximation,
which is used in the study of Prandtl system. However, the corresponding calculations in our paper are much more
complicated.
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1 Introduction
As we known, the Prandtl system is a simplification
of the Navier-Stokes system and describes the motion
of a fluid with small viscosity about a solid body in
a thin layer which is formed near its surface owing to
the adhesion of the viscous fluid to the solid surface.
Assume that the motion of a fluid occupying a two di-
mensional region is characterized by the velocity vec-
tor V = (u, v), where u, v are the projections of V
onto the coordinate axes x, y, respectively, the Prandtl
system for a non-stationary boundary layer arising in
an axially symmetric incompressible flow past a solid
body has the form

ut + uux + vuy = νuyy − px,
ux + vy = 0,
u(0, x, y) = u0(x, y), u(t, 0, y) = u1(t, y),
u(t, x, 0) = 0, v(t, x, 0) = v0(t, x),
limy→∞ u(t, x, y) = U(t, x).

in a domain D = {0 < t < T, 0 < x < X, 0 < y <
∞}, where ν = const > 0 is the viscosity coefficient
of the incompressible fluid. Ut + UUx = −px(t, x),
U(t, x) > 0, u0 > 0, u1 > 0 for y > 0, u0y >
0, u1y > 0 for y ≥ 0. U = U(t, x) is the velocity at
the outer edge of the boundary layer, p = p(t, x) is
the pressure. The density of the fluid ρ is equal to 1.
Prandtl boundary theory does not consider both the in-
fluence of wall’s properties on the characteristic of the
boundary layer and the interaction of the actual solid
wall with the flow of water. If one considers these in-
fluences, the Prandtl system should be modified to the

following system{
ut + uux + vuy = (ν(y)uy)y − px,
ux + vy = 0,

(1)

with the conditions{
u(0, x, y) = u0(x, y), u(t, 0, y) = u1(t, y),
u(t, x, 0) = g(t, x), v(t, x, 0) = v0(t, x),

(2)
lim
y→∞

u(t, x, y) = U(t, x). (3)

where t, x, y ∈ D, ν(y) is a boundary function, ν and
g(t, x) satisfies some other restrictions.

In recent decades, many scholars have been car-
rying out research in two dimensional boundary layer,
achievements are abundant in literature on theoreti-
cal, numerical experimental aspects of the theory[1, 2].
In particular, Oleinik had got the existence and the
uniqueness of solutions for the Prandtl system by two
different kinds of line methods, one of them is based
on Rothe’s method[3], another one is based on a suc-
cessive approximation[3]. If ν is a sufficiently large
positive function, which means that ν(y) > ν0 > 0,
ν0 is a constant, the system (1)-(3) is called the mi-
croflow boundary layer[4], and Li-Zhan [5] had got
the local well posedness of the system by a similar
method as [3], which is base on Rothe’s method. Also,
there are many papers to deal with the other related
problems in the boundary layer theory, such as the
relation between the Navier-Stockes system and the
Prandtl system and the long-time behavior of the so-
lutions(see [6-15] and references therein).
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In this paper, we used Oleinik’s successive ap-
proximation method to study the problem (1)-(3).

We use the following change of variables [3],
which is known as Crocco transform,

τ = t, ξ = x, η = u(t, x, y), w(τ, ξ, η) = uy. (4)

By calculation, we can get uy = w, uyy = wηw,
uyyy = wηηw

2 + w2
ηw, uyt = wηut + wτ , uyx =

wηux + wξ, νy = νηw, νyy = νηηw
2 + νηwηw.

From Eqs.(1)-(3) we obtain the following equa-
tion for w

L(w) = νwηηw
2 − wτ − ηwξ + pxwη + νηηw

3

+2νηwηw
2 = 0, (5)

in the domain Ω = {0 < τ < T, 0 < ξ <
X, g(τ, ξ) < η < U(τ, ξ)}, with the conditions{

w |τ=0= w0(ξ, η), w |ξ=0= w1(τ, η),
w |η=U(τ,ξ)= 0,

(6)

l(w) = (νηw
2 + νwηw − px − v0w − gτ−

−ggξ) |η=g(τ,ξ)= 0, (7)

where ν(y), g(t, x) turn into the corresponding func-
tions of τ , ξ and η, but we still denoted them by
ν(τ, ξ, η), g(τ, ξ).

Clearly, if ν = c, i.e. in the Prandtl boundary
system, then (5) has the following simpler form

νwηηw
2 − wτ − ηwξ + pxwη = 0.

Now, due to the nonlinear terms νηηw3 + 2νηwηw
2,

the problem becomes more difficult. In order to get
the similar results as those of Prandtl boundary layer,
some restrictions in ν, g have to be added. 0 <
ν0 < ν(y) < ν1, where νi, (i = 0, 1), are con-
stants. νηη, νη, gτ , g, νηηη and gξ all are bounded,
νηη < 0, νη < 0 and g(τ, ξ) < min U(τ,ξ)

4 , where
U(τ, ξ) is the press function of the flow outside the
boundary layer.

2 Some important lemmas
Definition 1 A functionw(τ, ξ, η) is said to be a weak
solution of problem (5)-(7), if w has first order deriva-
tives in equation (5) continuous in Ω, and its deriva-
tive wηη continuous when g(τ, ξ) < η < U(τ, ξ);
w satisfies equation (5) almost everywhere in Ω, to-
gether with the conditions (6)(7).

The solution of problem (5)-(7) will be con-
structed as the limit of a sequence wn, n→ ∞, which
consists of solutions of the equations

Ln(w
n) ≡ ν(wn−1)2wn

ηη − wn
τ − ηwn

ξ

+pxw
n
η + νηη(w

n−1)3 + 2νηw
n
η (w

n−1)2 = 0, (8)

supplemented by the conditions{
wn(0, ξ, η) = w0(ξ, η), wn(τ, 0, η) = w1(τ, η)
wn(τ, ξ, U(τ, ξ)) = 0,

(9)
ln(w

n) = (νwn−1wn
η − v0w

n−1 + νη(w
n−1)2−

−px − gτ − ggξ) |η=g(τ,ξ)= 0. (10)

As w0 we take a function which is smooth in Ω, sat-
isfies the conditions (6), and is positive for g(τ, ξ) <
η < U(τ, ξ). We assume that there exists φ0(τ, ξ, η)
with the following properties: φ0 is smooth in Ω;
w0 ≥ φ0(0, ξ, η), w1 ≥ φ0(τ, 0, η), φ0 > 0 for
g(τ, ξ) < η < U(τ, ξ); moreover,

φ0 ≡ m0(U(τ, ξ)− η)k

for some m0 > 0 and k ≥ 1, provided that U(τ, ξ)−
η < δ0, where δ0 is a small positive constant.

Assuming that problem (8)(9) admits a solution
wn(n = 1, 2...) with continuous third order deriva-
tives in the closed domain Ω, let us show that wn are
convergent, as n → ∞, to a solution of problem (5)-
(7); after that we are going to show that the wn do ex-
ist, and we indicate a method for their approximation.
A solution will be constructed for problem (1)-(3) in
the domain Ω for some T = T0 and any X , as well
as for some X = X0 and any T . The constant T0 and
X0 are determined by u0, u1, v0, px.

Lemma 2 Let V be a smooth function such that
Ln(V ) ≥ 0 in Ω, ln(V ) > 0 for η = g(τ, ξ), and
V ≤ wn for τ = 0 and ξ = 0. Assume that wn−1 > 0
for η = g(τ, ξ). Then V ≤ wn everywhere in Ω.

Let V1 be a smooth function such that Ln(V1) ≤
0 in Ω, ln(V ) < 0 for η = g(τ, ξ), and V1 ≥ wn

for τ = 0 and ξ = 0. Assume that wn−1 > 0 for
η = g(τ, ξ). Then V1 ≥ wn everywhere in Ω.

Proof: Let us prove the first statement of Lemma 2.
The difference z = wn − V satisfies the inequalities

Ln(z) = Ln(w
n)− Ln(V ) ≤ 0,

ln(z) = ln(w
n)− ln(V ) = νwn−1zη < 0.

since wn−1 > 0 for η = g(τ, ξ). By assumption V ≤
wn for τ = 0, ξ = 0, we have z ≥ 0 for τ = 0, and
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z ≥ 0 for ξ = 0. Consider the function z1 = ze−τ ,
clearly, z1 ≥ 0 for τ = 0 and ξ = 0; z1η < 0 for
η = U(τ, ξ). It follow that z1 can’t have a negative
minimum at η = g(τ, ξ), since at the point of negative
minimum z1η ≥ 0. The rest of the proof is similar
as in [3].The second statement of Lemma 2 can be
proved in a similar fashion.

Lemma 3 Suppose that νηη, νη, ν, gτ , g and gξ all are
bounded, g(τ, ξ) < min U(τ,ξ)

4 ,νηη < 0, νη < 0.
There is a positive constant T0 such that for all n and
all τ ≤ T0 the inequalities

H1(τ, ξ, η) ≥ wn ≥ h1(τ, ξ, η),

hold in Ω, where H1 and h1 are continuous functions
in Ω, h1 ≥ 0 for g < η < U, τ < T0.

Proof: Let us construct function V and V1 satisfying
the conditions of Lemma 2. To this end, we define
a twice continuously differentiable function ψ(τ, ξ, η)
such that ψ ≡ κ(α1(η − g)) for g < η < g + δ1, 0 <
δ1 < minU(τ, ξ)/2 − g, κ(s) = es for 0 ≤ s ≤ 1,
1 ≤ κ(s) ≤ 3 for s ≥ 1, and ψ = (U(τ, ξ) − η)k for
U − η < δ0; 0 < α0 ≤ ψ ≤ 4 for δ1 < η < U − δ0.
Here α0 is a small constant. We define the functions
V and V1 by

V = mψe−ατ , V1 =M(C − eβ1η)eβτ ,

where m,α, α1, β, β1, C,M are positive constants.
Let us show that T0 and the constants in the def-

inition of V and V1 can be chosen independent of n,
so that the inequality V ≤ wn−1 ≤ V1 for τ ≤ T0
implies that V ≤ wn ≤ V1 for τ ≤ T0. Consider
ln(V ), ln(V1). For e−ατ ≥ 1/2, since wn−1 ≥ V =
mψe−ατ and g, gτ , gξ, px, νη are bounded.

If we choose α1 > 0 and β1 > 0 large enough,
we can get

ln(V ) = νwn−1V n
η −v0wn−1+νη(w

n−1)2−px−gτ−ggξ

≥ me−ατ (νmα1e
−ατ − v0)− px + νη(w

n−1)2

−gτ − ggξ > 0,

ln(V1) = νwn−1V n
1η−v0wn−1+νη(w

n−1)2−px−gτ−ggξ

≤ me−ατ (−νβ1Meβτ − v0)− px + νη(w
n−1)2

−gτ − ggξ < 0,

due to ν1 > ν > ν0, νη < 0. The constant m,C and
M should be chosen from the conditions

φ0(τ, ξ, η) ≥ mψ(τ, ξ, η), C − eβ1η ≥ 1,

M ≥ max{w0, w1},

Let us choose β > 0 such that Ln(V1) < 0 in Ω.
Taking into account the inequality wn−1 ≥ V =
mψe−ατ , νηη < 0, we find that for large positive β

Ln(V1) = −ν(wn−1)2Mβ21e
β1ηeβτ−

−M(C − eβ1η)βeβτ−

−pxMβ1e
β1ηeβτ + νηη(w

n−1)3

+2νηMeβτ (−β1)eβ1η(wn−1)2

≤ −eβτ [ν(mψe−ατ )2Mβ21e
β1η +Mβ

+pxMβ1e
β1η] < 0.

For Ln(V ), we have

Ln(V ) = ν(wn−1)2mψηηe
−ατ + αmψe−ατ

−mψτe
−ατ − ηmψξe

−ατ + pxmψηe
−ατ

+νηη(w
n−1)3 + 2νηmψηe

−ατ (wn−1)2.

Since

0 ≤ wn−1 ≤M(C − eβ1η)eβη,

and νηη, px, ν, νη are all bounded. the positive con-
stant α can be chosen independent of n and so large
that

Ln(V ) > 0 in Ω for η < U(τ, ξ)− δ0.

because of the inequality ψ ≥ min{α0, 1}. In the
region η ≥ U(τ, ξ) − δ0 where ψ = (U − η)k, we
have

Ln(V ) = me−ατ [ν(wn−1)2k(k − 1)(U − η)k−2

−k(U − η)k−1Uτ + α(U − η)k − ηk(U − η)k−1Uξ

−pxk(U − η)k−1 − 2νη(w
n−1)2k(U − η)k−1]

+νηη(w
n−1)3.

It follows from the Bernoulli relation that

Uτ + ηUξ + px = −(U − η)Uξ.

Due to νηη, νη all are bounded, if we choose T0 such
that e−αT0 ≤ 1/2, then for τ ≤ T0,

Ln(V ) ≥ me−ατ [k(U − η)kUξ + α(U − η)k

−2νη(w
n−1)2] + νηη(w

n−1)3 > 0,

for large positive α. Thus, the conditions of Lemma 2
hold for V and V1 in Ω. The constant α and T0 depend
only on the data of problem (5)-(7). Consequently,
if by V ≤ wn−1 ≤ V1 for τ ≤ T0, it follow that
V1 ≥ wn ≥ V for any n and τ ≤ T0. Now, it remains
to set h1(τ, ξ, η) = V,H1(τ, ξ, η) = V1.
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Lemma 4 Suppose that νηη, νη, ν, gτ , g and gξ all are
bounded, νηη < 0, νη < 0, there is a positive constant
X0 such that for all n and ξ ≤ X0 the inequalities

H2(τ, ξ, η) ≥ wn ≥ h2(τ, ξ, η),

hold in Ω, where H2, h2 are continuous functions in
Ω and h2(τ, ξ, η) > 0 for η < U , ξ ≤ X0.

Proof: Let us construct functions V and V1 that sat-
isfy the conditions of Lemma 2. Let ψ(τ, ξ, η) be the
function constructed in the proof of Lemma 3, and
let φ(s) be a twice differentiable function for s ≥ 0
and such that φ(s) = 3 − es for 0 ≤ s ≤ 1/2,
1 ≤ φ(s) ≤ 3, | φ′

(s) |≤ 3, | φ′′
(s) |≤ 3 for all

s ≥ 0. Set

V = mψe−αξ, V1 =Mφ(β1η)e
βξ.

Let us assume positive constant m, M , α, α1,
β, β1 and X0 can be chosen independent of n, and
V1 ≥ wn−1 ≥ V for ξ ≤ X0, px, νη, gτ , g, and gξ are
bounded, we have

ln(V ) = νwn−1mα1e
−αξ−v0wn−1−px+νη(wn−1)2

−gτ − ggξ

≥ me−αξ(νmα1e
−αξ − v0)− px > 0,

for large enough α1, provided that e−αξ ≥ 1/2. If β1
is sufficiently large and e−αξ ≥ 1/2, then

ln(V1) ≤ me−αξ(−νMβ1e
βξ−v0)−px+νη(wn−1)2

−gτ − ggξ < 0.

We have

Ln(V1) = ν(wn−1)2Mβ21φ
′′eβξ − ηMφβeβξ

+[px + 2νη(w
n−1)2]Mβ1φ

′
eβξ + νηη(w

n−1)3.

If β1η ≤ 1/2, φ′′ ≤ −1. By assumption, wn−1 ≥
mψe−αξ, where the functionψ has already been fixed,
and the constant m is determined from the condition:
mφ ≤ φ0, e−αξ ≥ 1/2 for ξ ≤ X0 and suffi-
ciently small X0. Therefore, β1 is taken so large that
Ln(V1) < 0 for β1η ≤ 1/2. Choosing β > 0 so large
that Ln(V1) < 0 for β1η ≥ 1/2, choosing a suitable
M , we can ensure the inequality V1 ≥ wn for τ = 0
and for ξ = 0. By Lemma 2, V1 ≥ wn in Ω for
ξ ≤ X0.

For Ln(V ) we have

Ln(V ) = ν(wn−1)2mψηηe
−αξ + αmψe−αξ

−mψτe
−αξ − ηmψξe

−αξ + pxmψηe
−αξ

+νηη(w
n−1)3 + 2νηmψηe

−αξ(wn−1)2.

since mψe−αξ ≤ wn−1, if α1η ≤ 1, e−αβ ≥ 1/2 and
α1 large enough then

Ln(V ) ≥ νm3α2
1e

3α1ηe−3αξ

+[px+2νη(w
n−1)2]α1e

α1ηe−αξm+νηη(w
n−1)3 > 0,

due to the boundedness of νη, νηη.
If 1/α1 < η < U − δ0, ψ ≥ α0 > 0,0 ≤ wn−1 ≤

Mφ(β1η)e
βξ and α is taken large enough, then

Ln(V ) > 0.

If U(τ, ξ) − η < δ0 from the Bernoulli law, as
in the proof of Lemma 3, we take α sufficiently large
to assure Ln(V ) > 0 for U − η < δ0. Therefore,
Ln(V ) > 0 in Ω for 0 ≤ ξ ≤ X0, if X0 is chosen
such that e−αX0 ≤ 1/2. Since, owing to our choice of
m, we have V ≤ wn for τ = 0 and ξ = 0, it follows
from Lemma 2 that wn ≥ mψe−αξ for ξ ≤ X0 and
all τ . This completes the proof of Lemma 4, since it
may be assumed that V ≤ w0 ≤ V1.

In what follows, it is assumed that the constants
T0 and X0 in the definition of Ω are the same as in
Lemma 3 and Lemma 4. In order to estimate the first
and the second order derivatives ofwn, we pass to new
unknown functions Wn = wneαη in (8)(9), where α
is a positive constant to be chosen later. Thus, we have

Ln(w
n) = ν(wn−1)2Wn

ηη −Wn
τ − ηWn

ξ

+[px + 2νη(w
n−1)2 − 2ν(wn−1)2α]Wn

η

+[α2ν(wn−1)2 − pxα− 2νηαe
αη(wn−1)2]Wn

+νηη(w
n−1)3eα(η−g) = 0.

ln(w
n) = νWn−1Wn

η − ανWn−1Wn

−Wn−1v0 + νη(W
n−1)2 − px − gτ − ggξ = 0.

Set

L0
n(W ) ≡ ν(wn−1)2Wηη −Wτ − ηWξ +AnWη,

An = px + 2νη(w
n−1)2 − 2ν(wn−1)2α,

L0
n(W

n) +BnWn + νηη(w
n−1)3eαη = 0,

Bn = α2ν(wn−1)− pxα− 2νηα(w
n−1)2.

Consider the function

Φn = (Wn
τ )

2 + (Wn
ξ )

2 +Wn
η (W

n
η − 2Hn

+2
gτ + ggξ
νWn−1

− 2νηW
n−1

ν
) + k0 + k1η,
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where

Hn ≡ v0
ν

+
px

νWn−1
+ αWnχ(η) +

gτ + ggξ
νWn−1

−νηW
n−1

ν
.

We assume that Hn is defined in Ω, and v0, px have
been extended to the region η > g(τ, ξ), so that v0 =
0, px = 0 for η > δ2 = minU(τ, ξ)/2; v0, px do not
depend on η for η < δ2/2 and are sufficiently smooth
for all η; χ(η) is smooth function such that χ(η) = 1
for η ≤ δ2/2, and χ(η) = 0 for η ≥ δ2. Obviously,
Wn

η = Hn for η = g(τ, ξ).

Lemma 5 Suppose that νηη, νη, ν, gτ , g and gξ all are
bounded, νηη < 0, νη < 0, and as before 0 < ν0 ≥
ν < ν1, then the constant k0, k1, α can be chosen such
that

∂Φn

∂η
≥ αΦn − α

2
Φn−1 for η = g(τ, ξ),

L0
n(Φn) +RnΦn ≥ 0 in Ω, (11)

where Rn depends on wn−1 and its derivatives up to
the second order.

Proof: For ∂Φn
∂η at η = g(τ, ξ),

∂Φn

∂η
= 2Wn

τ W
n
τη + 2WξW

n
ξη +Wn

ηη(W
n
η − 2Hn)

+Wn
η (W

n
ηη − 2Hn

η ) + 2Wn
ηη(

gτ + ggξ
νWn−1

+
νηW

n−1

ν
) + 2Wn

η (
gτ + ggξ
νWn−1

− νηW
n−1

ν
)η + k1.

Using the boundary condition Wn
η = Hn at η =

g(τ, ξ), we obtain

∂Φn

∂η
= 2Wn

τ H
n
τ + 2Wn

ξ H
n
ξ − 2HnHn

η

+2Wn
ηη(

gτ + ggξ
νWn−1

+
νηW

n−1

ν
)

+2Hn(
gτ + ggξ
νWn−1

− νηW
n−1

ν
)η + k1.

According to Lemma 3 and Lemma 4, Wn
η ≥

h0 > 0 for η = g(τ, ξ). For η = g(τ, ξ), we have

Hn
η = −v0νη

ν2
−
(px + gτ + ggξ)(νηW

n−1 + νWn−1
η )

(νWn−1)2

+αWn
η χ(η)− (

νη
ν
)ηW

n−1 − νη
ν
Wn−1

η .

Let us express Wn
η and Wn−1

η from the condition
Wn

η = Hn. We find that HnHn
η depends only on

ν, νη, νηη,W
n,Wn−1,Wn−2, and therefore, is uni-

formly bounded with respect to n. Consequently,
| 2HnHn

η |≤ k2, k2 being independent of n. Let us
estimate Wn

τ H
n
τ and Wn

ξ H
n
ξ .

For η = g(τ, ξ), we have χ(η) = 1,

Hn
τ =

v0τ
ν

+
pxτ

νWn−1
− pxW

n−1
τ

ν(Wn−1)2
+ αWn

τ

+
(gτ + ggξ)τ
νWn−1

− (gτ + ggξ)W
n−1
τ

ν(Wn−1)2
,

Wn
τ H

n
τ =Wn

τ [
v0τ
ν

+
pxτ

νWn−1
− pxW

n−1
τ

ν(Wn−1)2

+αWn
τ +

(gτ + ggξ)τ
νWn−1

− (gτ + ggξ)W
n−1
τ

ν(Wn−1)2
]

≥ α(Wn
τ )

2 − 1

α
[
v0τ
ν

+
pxτ

νWn−1
+

(gτ + ggξ)τ
νWn−1

]2

− 1

α
[
px + gτ + ggξ
ν(Wn−1)2

]2(Wn−1
τ )2 − α

4
(Wn

τ )
2.

Due to px, gτ , g and gξ all are bounded,ν0 < ν <
ν1, we can choose a positive α independent of n and
such that

1

α
[
px + gτ + ggξ
ν(Wn−1)2

]2 ≤ α

4
,

Then

Wn
τ H

n
τ ≥ 3α

4
(Wn

τ )
2 − α

4
(Wn−1

τ )2 − k3,

k3 > max
1

α
[
v0τ
ν

+
pxτ

νWn−1
+

(gτ + ggξ)τ
νWn−1

]2,

and k3 does not depend on n. In a similar way, we
find that

Wn
ξ H

n
ξ ≥ 3α

4
(Wn

ξ )
2 − α

4
(Wn−1

ξ )2 − k4,

k4 ≥ max
1

α
[
v0ξ
ν

+
pxξ

νWn−1
+

(gτ + ggξ)ξ
νWn−1

]2

2Wn
ηη

gτ + ggξ + νη(W
n−1)2

νWn−1

= 2{Wn
τ + ηWn

ξ − [px − 2ν(wn−1)2α]Wn
η

−[α2ν(wn−1)2 − pxα]W
n}gτ + ggξ + νη(W

n−1)2

νWn−1

≥ −α
4
(Wn

τ )
2 − 1

α
(
gτ + ggξ + νη(W

n−1)2

νWn−1
)2
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−α
4
(Wn

ξ )
2 − 1

α
(
2η(gτ + ggξ + νη(W

n−1)2)

νWn−1
)2

−2[px − 2ν(wn−1)2α]Wn
η

gτ + ggξ + νη(W
n−1)2

νWn−1

−α
4
(Wn)2

− 1

α
[
(α2ν(wn−1)2 − pxα)(gτ + ggξ + νη(W

n−1)2)

νWn−1
]2

≥ −α
4
(Wn

τ )
2 − α

4
(Wn

ξ )
2 − α

4
(Wn)2 − k5.

For η = g(τ, ξ), we have

∂Φn

∂η
≥ α[(Wn

τ )
2 + (Wn

ξ )
2]

−α
2
[(Wn

τ )
2 + (Wn−1

ξ )2]− k6 + k1,

where k6 = k2 + 2k3 + 2k4 + k5.
The function Wn

η (W
n
η − 2Hn) |η=g(τ,ξ) is uni-

formly bounded with respect to n, according to the
boundary condition Wn

η = Hn. Therefore

∂Φn

∂η
≥ αΦn − α

2
Φn−1 − k7 + k1,

where k7 is a constant that does not depend on n. Let
us choose k1 > k7. We have

∂Φn

∂η
≥ αΦn − 1

2
αΦn−1 for η = g(τ, ξ).

Next we consider L0
n(Φn). Choosing a suitable

k0, we may assume that Φn ≥ 1 in Ω. Noting that

Hn =
gτ + ggξ
νWn−1

− νηW
n−1

ν
,

for η ≥ δ2, we have

Φn = Φ∗
n ≡ (Wn

τ )
2 + (Wn

ξ )
2 + (Wn

η )
2 + k0 + k1η.

Applying the operator

2Wn
τ

∂

∂τ
+ 2Wn

ξ

∂

∂ξ
+ 2Wn

η

∂

∂η

to the equation

L0
n(W

n) +BnWn = 0,

we can get the conclusion of (11). As the details of
the proof, and we will give them in the appendix of
the paper.

In order to estimate the second derivatives of wn

in Ω, consider the function

Fn = (Wn
ττ )

2+(Wn
ξξ)

2+(Wn
τξ)

2+Wn
ξη(W

n
ξη−2Hn

ξ )

+Wn
τη(W

n
τη − 2Hn

τ ) + f(η)(Wn
ηη)

2 +N0 +N1η,

where N0, N1 are constants, and f(η) is a smooth
function such that f(g) = 0, f

′
(g) = 0, f(η) > 0

for η > g(τ, ξ), f(η) = 1 for η > δ2.

Lemma 6 The constant N0 and N1 can be chosen
independent of wn, wn−1, wn−2 or their derivatives,
so that

∂Fn

∂η
≥ αFn − α

2
Fn−1 for η = g,

L0
n(Fn) + CnFn +N2 ≥ 0 in Ω,

where the constant N2 depends only on the first
derivatives of wn, wn−1, wn−2;the constant Cn de-
pends on wn−1 and its derivatives up to the second
order.

The proof is similar with the way of lemma 5.

3 The solution of the system (5)-(7)
Theorem 7 Let wn be solutions of problems(8)(9)
(10). Then the derivatives of wn up to the second or-
der are uniformly bounded with respect to n in domain
Ω with a positive T depending on the data of problem
(1)-(3).

Proof: Let us show that there exist constants M1,M2

and T > 0 such that the conditions Φµ ≤ M1, Fµ ≤
M2 for τ ≤ T, µ ≤ n−1, imply that Φn ≤M1, Fn ≤
M2 for τ ≤ T . According to Lemma 5, we have

L0
n(Φn) +RnΦn ≥ 0,

where Rn depends on wn−1 and its derivatives up to
the second order.

Consider the function Φ1
n = Φne

−γτ with a posi-
tive constant γ to be chosen later. We have

L0
n(Φ

1
n) + (Rn − γ)Φ1

n ≥ 0 in Ω.

Let us choose γ in accordance with M1 and M2,
so as to have Rn − γ ≤ −1 in Ω, as well as for ξ =
X, τ = T, or η = U(τ, ξ). If Φ1

n attains its largest
value at τ = 0 or at ξ = 0, we should have

Φ1
n = Φne

−γτ ≤ Φn < k11,

where the constant k11 does not depend on n and is
determined only by the data of problem (8)(9)(10). If
Φ1
n attains its largest value at some point with η =

g, we must have ∂Φ1
n/∂η ≤ 0 at that point, and it
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follows from lemma 5 that Φ1
n ≤ 1

2Φ
1
n−1, i.e, Φ1

n ≤
1
2M1. Thus we have

Φ1
n ≤ max{1

2
M1, k11},

Φn ≤ max{1
2
M1, k11}eγτ in Ω.

Let us take T1 ≤ T such that eγT1 = 2, and set
M1 = 2k11. In this case, Φn ≤M1 for τ ≤ T1.

We consider Fn. By Lemma 6, we have

L0
n(Fn) + CnFn +N2 ≥ 0 in Ω,

where Cn depends on the first and the second deriva-
tives of wn−1, while N2 depends on the first deriva-
tives of wn, wn−1, wn−2. Set F 1

n = Fne
−γ1τ . Then

L0
n(F

1
n)+(Cn−γ1)F 1

n ≥ −N2e
−γ1τ ≥ N2 in Ω.

Let us choose γ1 > 0 in accordance with M1 and M2,
so as to have

Cn − γ1 ≤ −1 in Ω1 = Ω ∩ {τ ≤ T1}.

Then, if F 1
n attains its largest value inside Ω1, or at

τ = T1, or at ξ = X , or at η = U(τ, ξ), we must have
F 1
n ≤ N2(M1).

If F 1
n attains its largest value at τ = 0 or at ξ = 0,

then
F 1
n = Fne

−γ1τ ≤ Fn ≤ N12,

where the constant N12 depends on M1. If F 1
n at-

tains its largest value at η = g(τ, ξ), then, according
to Lemma 6, at the point of maximum we have

0 ≥ ∂F 1
n

∂η
≥ αF 1

n − α

2
F 1
n−1.

and therefore

F 1
n ≤ 1

2
F 1
n−1 ≤

1

2
Fn−1e

−γ1τ ≤ 1

2
M2.

It follows that

F 1
n ≤ max{1

2
M2, N12, N2} in Ω,

Fn ≤ max{1
2
M2, N12, N2}eγ1τ .

Let us take T2 ≤ T such that eγ1T2 = 2. Set
M2 = max{2N12, 2N2}. Then Fn ≤ M2 for τ ≤ T2
and τ ≤ T1. The constant T2, like T1, depends only
on M1 and M2 chosen above and determined only by
the data of problem (1)(2)(3). It may be assumed
that w0 has been chosen such that Φ0 ≤ M1 and
F0 ≤ M2. The above results show that Φn and Fn

are uniformly bounded with respect with respect to n
for τ ≤ min{T1, T2} = T . The fact that Φn and
Fn are bounded with respect to n allows us to con-
clude that the first and the second derivatives of wn

are also bounded, since the boundedness of wn
ηη for

η ≤ δ2 follows from (8) and the boundedness of the
first derivatives of wn. Theorem 7 is proved.

By the last theorem, we obtain a solution of prob-
lem (8)(9)(10) for any X and a sufficiently small T .
The fact that derivatives of wn are bounded for an ar-
bitrary T and a sufficiently small X is established by
the following:

Theorem 8 Let ν satisfy the conditions quoted be-
fore, and wn be solutions of problems(8)(9) (10).
Then wn are uniformly bounded with respect to n in
domain Ω with X depending on the data of problem
(1)-(3).

Proof: Let us show that there exist constantsM1,M2,
and X > 0 such that the conditions Φµ ≤ M1 and
Fµ ≤ M2 for ξ ≤ X and µ ≤ n − 1 imply that
Φn ≤ M1 and Fn ≤ M2 for ξ ≤ X . By Lemma 5,
we have L0

n(Φn) +RnΦn ≥ 0, where Rn depends on
wn−1 and its derivatives up to the second order.

Let Φn = Φ1
ne

βξφ1(β1η), where φ1(s) is a
smooth function such that φ1(s) = 2 − es/2 for
s ≤ ln(3/2), 1 ≤ φ1 ≤ 3/2 for all s; β, β1 are posi-
tive constants that will be chosen later. We have

L0
n(Φ

1
n) + 2ν(wn−1)2β1

φ
′
1

φ1
Φ1
nη+

+(Rn − ηβ +Anβ1
φ

′
1

φ1
+ ν(wn−1)2β21

φ
′′
1

φ1
)Φ1

n ≥ 0.

(12)
If β1η ≤ ln(3/2), then −3/4 ≤ φ

′
1 ≤ −1/2,

φ
′′
1 ≤ −1/2. By Lemma 4, we have (wn−1)2 ≥ γ0 >

0 for η ≤ δ2 and ξ < X0.
Let η ≤ β−1

1 ln(3/2) and η ≤ δ2. Due to ν is
bounded, then we can find β1 such that the coefficient
of Φ1

n in (12), for ξ ≤ X , satisfies the inequality

Rn − ηβ +Anβ1
φ

′
1

φ1
+ ν(wn−1)2β21

φ
′′
1

φ1
≤ −1.

In the region of η > min{δ2, β−1
1 ln(3/2)} this in-

equality is valid if β > 0 has been chosen sufficiently
large. Obviously, β may be assumed independent of
M1, M2. Then, according to (12), the function Φ1

n
can’t attain its largest value inside Ω for ξ < X at any
of the points τ = T, ξ = X , or η = U(τ, ξ).

If Φ1
n attains its largest value at τ = 0 or ξ = 0,

then
Φ1
n =

Φn

φ1
e−βξ ≤ Φn ≤ k12,
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where k12 does not depend on n, since Φn |τ=0 and
Φn |ξ=0 can be expressed through w0, w1 and their
derivatives.

If Φ1
n attains its largest value at η = g(τ, ξ), then

∂Φ1
n/∂η ≤ 0 at the point of maximum, and it follows

from Lemma 5 that

Φ1
n ≤ 1

2
Φ1
n−1 or Φ1

n ≤ 1

2

Φn−1

φ1
e−βξ ≤ 1

2
M1.

by virtue of our assumption. Thus

Φ1
n ≤ max{1

2
M1, k12} in Ω for ξ ≤ X,

Φn ≤ max{1
2
M1, k12}max[eβξφ1(β1η)].

Since φ1(β1η) ≤ 3/2, we have eβξφ1(β1η) ≤
2, if eβξ ≤ 4/3. Let us choose X1 ≤ X0 from the
condition eβX1 ≤ 4/3. Then

Φn ≤ max{M1, 2k12} for ξ ≤ X1.

Set M1 = 2k12. Then Φn ≤ M1 for ξ ≤ X1, where
X1 depends on M1 and M2.

Now, let us consider Fn. By Lemma 6

L0
n(Fn) + CnFn ≥ −N2 in Ω for ξ ≤ X1.

Let Fn = F 1
nφ1(β2η)e

β3ξ and φ1(s) be the function
defined above. We have

L0
n(F

1
n) + 2ν(wn−1)2β2

φ′
1

φ1
F 1
nη + [Cm − ηβ3

+Anβ2
φ′
1

φ1
+ ν(wn−1)2β21

φ′′
1

φ1
]F 1

n > −N2
e−β3ξ

φ1
,

(13)
If β2η ≤ ln(3/2), then −3/4 ≤ φ′

1 ≤ −1/2, φ′′
1 ≤

−1/2, 1 ≤ φ1 ≤ 3/2.
It follows from Lemma 4 that (wn−1)2 ≥ γ0 >

0 for η ≤ δ2. Let η ≤ min{δ2, β−1
2 ln(3/2)}. For

these values of η, the constant β2 can be chosen so
as to make the coefficient by F 1

n in (13) satisfy the
inequality

Cn − ηβ3 +Anβ2
φ′
1

φ1
+ ν(wn−1)2β21

φ′′
1

φ1
≤ −1.

This inequality will hold in the region of η >
min{δ2, β−1

2 ln(3/2)} if β3 has been chosen suffi-
ciently large. Clearly, β3 depends on M1 and M2.
Just as in the proof of Theorem 7, we find that

F 1
n ≤ max{1

2
M1, N2, N13} in Ω for ξ ≤ X,

where N13 = max{Fn} for τ = 0 and
for ξ = 0; N13 depends on M1. We have

Fn ≤ max{1
2M2, N2, N13}max[eβ3ξφ1(β2η)] ≤

max{M2, 2N2, 2N13}, provided that eβ3ξφ1(β2η) ≤
2 and eβ3ξ ≤ 4/3.

Let us take M2 = max{2N2, 2N13} and define
X2 ≤ X0 from the inequality eβ3X2 ≤ 4/3. Then
Fn ≤ M2 for ξ ≤ X , where X = min{X1, X2}.
The fact that Φn and Fn are bounded implies that the
derivatives of wn up to the second order are bounded
uniformly in n, since wn

ηη, for η ≤ δ2, can be esti-
mated from equation (8).

Theorem 9 The function wn (n → ∞)are uniformly
convergent in Ω to a solution wn of problem (5)(6)(7)
in Ω, where T is defined in Theorem 7 and X may
be taken arbitrarily, or X is that of Theorem 8 and
T is arbitrary. The function w is continuously differ-
entiable in Ω and its derivative wηη is continuous for
η < U(τ, ξ).

Proof: Let vn = wn−wn−1. We obtain the following
equation from (8)

ν(wn−1)2vnηη − vnτ − ηvn−1
ξ + [px + 2νη(w

n−1)2]vnη

+ν[(wn−1)2 − (wn−2)2]wn−1
ηη

+2νη[(w
n−1)2 − (wn−2)2]wn−1

η

+νηη[(w
n−1)2 − (wn−2)3] = 0,

and also the boundary condition:

vn |τ=0= 0, vn |ξ=0= 0, vn |η=U(τ,ξ)= 0,

νwn−1vnη − v0v
n−1 + νwn−1

η vn−1

+νη(w
n−1 + wn−2)vn−1 = 0 for η = g.

Consider the function vn1 defined by vn = eατ+βηvn1 ,
β < 0. We have

ν(wn−1)2vn1ηη − vn1τ − ηvn1ξ + [px + 2νη(w
n−1)2]vn1η

+νwn−1
ηη (wn−1 + wn−2)vn−1

1

+2νηw
n−1
η (wn−1 + wn−2)vn−1

1 + νηη[(w
n−1)2

+wn−1wn−2 + (wn−2)2]vn−1
1

+2ν(wn−1)2βvn1η + [ν(wn−1)2β2 + pxβ

+2νη(w
n−1)2β − α]vn1 = 0, (14)

The boundary condition η = g(τ, ξ)

νwn−1vn1η + βνwn−1vn1 − v0v
n−1
1 + νwn−1

η vn−1
1 +

+νη(w
n−1 + wn−2)vn−1

1 = 0. (15)
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Due to ν, νηη and νη are bounded, the constant β < 0
should be choose such that in the boundary condition
for vn1 at η = g(τ, ξ) the coefficients by vn1 and vn−1

1
satisfy the inequality

max | νwn−1
η − v0 + νη(w

n−1 + wn−2) |

≤ qmin | νwn−1β |,

for q < 1.
Having fixed β, let us choose α > 0 such that

max | νwn−1
ηη (wn−1 + wn−2)

+2νηw
n−1
η (wn−1 + wn−2) + νηη[(w

n−1)2

+wn−1wn−2 + (wn−2)2] |

≤ q(α−max | ν(wn−1)2β2+pxβ+2νη(w
n−1)2β |).

Now, if | vn1 | attains its largest value at an interior
point of Ω or on its boundary, it follow equations (14),
(15) that

max | vn1 |≤ qmax | vn−1
1 |,

where means that the series v11 + v21 + · · ·+ vn1 + · · · ,
whose partial sums have the form wne−ατ−βη, is ma-
jorized by a geometrical progression, and therefore,
is uniformly convergent. The fact wn and its deriva-
tives up to the second order are bounded implies that
the first derivatives of wn are uniformly convergent as
n→ ∞.

It follows from equation (8) that wηη are also uni-
formly convergent as n → ∞ for η < U(τ, ξ) − δ3,
where δ3 < minU(τ, ξ) − max g(τ, ξ) and which is
an arbitrary positive constant.

4 The existence of the solution of the
system (8)-(9) and the main result

Now, let us establish the existence of the solution
wn(τ, ξ, η) for problem (8)(9). the way is the simi-
lar as [3].

Consider the operator

Lε(w) ≡ ε(wττ+wξξ+wηη)+a1wττ+a2wξξ+a3wηη

+[ν(wn−1)2]εwηη−wτ−ηwξ+[px+2νη(w
n−1)2]εwη

+[νηη(w
n−1)3]ε − 2(a1 + ε)w.

Consider the following elliptic boundary value prob-
lem:

Lε(w) = (f)ε in Q, (16)

∂w

∂n
= (F )ε on S. (17)

where n is unit inward normal to S. The function f in
(14) is defined in Q by

f = L(w∗) + a1w
∗
ττ + a2w

∗
ξξ + a3w

∗
ηη − 2a1w

∗,

in Q\Ω1, f = 0 in Ω, f coincides with an arbitrary
smooth extension of this function on the rest of Q. The
function F is given by

F =
v0
ν
+

px
νWn−1

+
gτ + ggξ
νWn−1

− νηW
n−1

ν
on S0,

F =
∂w∗

∂n
on γ,

where γ is the intersection of S with the boundary of
Q Ω1; on the rest of S, the function F in (19) coin-
cides with any smooth extension of F just defined on
S0 and γ. Clearly, owing to the properties of w∗, we
may assume that f has bounded derivatives up to the
fourth order in Q and is infinitely differentiable out-
side a δ-neighborhood of Ω; F has bounded deriva-
tives up to the fourth order in a neighborhood of S0
and is infinitely differentiable on the rest of S.

The boundary value problem (16)-(17) has a
uniqueness solution wn

ε in Q, one can see the fact in
[3].

Let us show that the functions wn
ε and their

derivatives up to the fourth order are bounded uni-
formly with respect to ε.

Lemma 10 The solutions wn
ε of problem (16)(17) in

Q are bounded uniformly in ε.

Proof: Set wn
ε = vεψ

1, where ψ1(τ) = 1 for τ ≤
−1, ψ1(τ) = 1 + b(1 + τ)3 for −1 ≤ τ ≤ T +
2, choose suitable b > 0 such that ψ1

ττ ≤ ψ1 in Q.
Let 6b(T + 3) < 1. Then v3 satisfies the following
equation in Q:

(f)ε
ψ1

= ε(△vε) + a1vεττ + a2vεξξ + a3vεηη

+[ν(wn−1)2]εvεηη − vετ − ηwεξ

+[px + 2νη(w
n−1)2]εvεη + 2(a1 + ε)

ψ1
τ

ψ1
vετ

+[(a1 + ε)
ψ1
τ

ψ1
−

−ψ
1
τ

ψ1
− 2(a1 + ε)]vε +

[νηη(w
n−1)3]ε
ψ1

, (18)

as well as the boundary conditions on S

∂vε
∂n

=
(F )ε
ψ1

for − 2 ≤ τ ≤ T + 1, (19)
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∂vε
∂n

+
1

ψ1

∂ψ1

∂n
vε =

(F )ε
ψ1

for τ ≥ T + 1. (20)

Since

∂ψ1

∂n
= ψ1

τ

∂τ

∂n
≤ 0 for τ ≥ T + 1 on S,

the coefficient of vε in the boundary condition (20) is
non-positive. (The domainQmay be assumed convex
for τ ≥ T + 1.) The coefficient of vε in equation (18)
is negative. Indeed, we have

−(a1 + ε) + (a1 + ε)
ψ1
ττ

ψ1
≤ 0.

since ψ1
ττ/ψ

1 ≤ 1, and ψ1
τ > 0 for τ > −1, while

a1 > 0 for τ < −1/2.
Applying to the solution of problem (18)(19)(20)

the a priori estimate established by Theorem 4 of [4],
we find that vε are bounded in Q by a constant in-
dependent of ε but depending only on the maximum
moduli of the coefficients in equation (18), as well as
on

max
(f)ε
ψ1

, max
(F )ε
ψ1

,

min[(a1 + ε)
ψ1
ττ

ψ1
− ψ1

τ

ψ1
− 2(a1 + ε)].

Lemma 11 The solutionwn
ε of problem (16)(17) have

their derivatives up to the fourth order in Q bounded
by a constant independent of ε.

Proof: First of all, we note that equation (16) is uni-
formly (with respect to ε) elliptic in Q for τ > T +
δ + r1, and for τ < −1/2− r1, where r1 is any posi-
tive constant. Therefore, according to the well-known
estimates of Schauder type (see [3]), the m-th order
derivatives of wn

ε have their absolute values bounded
by a constant independent of ε, for τ > T+δ+r1 and
for τ < −1/2−r1, provided that wn−1 have bounded
(m−1)-th order derivatives (withm ≥ 2) in the same
region.

Let P (ξ, η) be a point of σδ such that | ξ |≥ 2δ,
and let Aδ be the intersection of its δ−neighborhood
on the plane ξ, η with the domain G. Consider the
cylinder

Bδ = [−1

2
− r1, T + δ + r1]×Aδ.

Let us show that in this domain the functions wn
ε have

their derivatives up to the fourth order bounded by a
constant independent of ε. We may assume that in Bδ

the coefficient a1 depends merely on τ , whereas a2
and a3 depend only on ξ and η.

In the domain Aδ, let us introduce new coordi-
nates ξ′ and η′, so that the part of the boundary σ be-
longing to Aδ would turn into a subset of the straight
line η′ = 0, and the direction of the normal n to σ
would coincide with that of the η′-axis. In the new
coordinates, again denoted by ξ, η, the boundary con-
dition (17) takes the form ∂wn

ε /∂η = F ∗
ε .

Let Y (τ, ξ, η) be a function defined on Bδ which
satisfies the condition

∂Y

∂η
|η=0= F ∗

ε .

The function z ≡ wn
ε − Y satisfies the equation

M(z) ≡ (ε+ a1)zττ − zτ + a11zξξ + 2a12zξη

+a22zηη + b1zξ + b2zη − 2(ε+ a1)z = f∗ε , (21)

in Bδ and also the condition zη = 0 on S, where

a11α
2
1 + 2a12α1α2 + a22α

2
2 ≥ λ0(α

2
1 + α2

2),

the constant λ0 being positive and independent of ε.
In order to estimate the first order derivatives of z

with respect to ξ and η, consider the function

Λ1 = ρ2δ(ξ, η)[z
2
ξ + z2η ] + c1z

2 + c2η, c2>0

Here the constant c1 is assumed sufficiently large
and will be chosen later; ρδ(ξ, η) = 1 in Aδ/2, and
ρδ(ξ, η) = 0 in a small neighborhood of the boundary
of Aδ that does not belong to σ; ρδη = 0 on σ.

It is easy to see that ∂Λ1/∂η = c2 > 0 on S and,
therefore, Λ1 cannot attain its largest value on S. If
the maximum of Λ1 is reached on the boundary of Bδ

at a point where ρδ = 0, then

Λ1 ≤ max(c1z
2 + c2η) ≤ c3,

where c3 is a constant independent of ε. It is easy
to verify that for large enough c1 we have M(Λ1) −
Λ1 ≥ −c4 in Bδ, provided that c4 is sufficiently large.
Therefore, if Λ1 takes its largest value inside Bδ, then
Λ1 ≤ c4.

As shown above, for τ = T + δ + r1 and τ =
−1/2−r1, the function Λ1 is uniformly bounded in ε.
Thus, Λ1 in Bδ is bounded by a constant independent
of ε and, therefore, zξ, zη are bounded in Bδ1 ,δ1 < δ.

Let us rewrite equation (21) in the firm

M(z) ≡ Γ(z)+M1(z) = f∗ε , Γ(z) ≡ (ε+a1)zττ−zτ .

The coefficients of the operator M1 may be assumed
independent of τ . Hence, it is easy to see that Γ sat-
isfies the following equation and the boundary condi-
tion:

M(Γ) ≡ Γ(Γ) +M1(Γ) = Γ(f∗ε ) in Bδ,
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Γη |η=0= 0 on S. (22)

In Bδ1 consider the function

Λ2 ≡ ρ2δ1 [z
2
ξξ + z2ξη + Γ2(z)] + c5(z

2
ξ + z2η) + c6η.

Making use of equations (21) and (22), we easily find
that

M(Λ2)− Λ2 ≥ c7 in Bδ1 ,

∂Λ2

∂η
= c6 > 0 on S.

provided that c5 > 0 is sufficiently large. Hence
we see that Λ2 is uniformly bounded in Bδ1 , and
Γ(z), zξξ,zξη are uniformly bounded in Bδ2 , δ2 < δ1.
It follows from (21) that zηη is also bounded uni-
formly in ε. If we consider an equation of the form
(a1 + ε)zττ − zτ = Γ for zτ and use the fact that Γ is
bounded in Bδ2 and zτ is bounded for τ = −1/2− r1
and τ = T + δ+ r1, we easily find that zτ is bounded
in Bδ2 uniformly with respect to ε.

Since Γ(z) is bounded in Bδ2 and satisfies equa-
tion (22), as well as the boundary condition Γη |η=0=
0 on S , we can consider functions similar to Λ1 and
Λ2 for Γ inBδ2 (as we have done for z) and thus obtain
uniform estimates in Bδ3 , δ3 < δ2, for the derivatives

Γξ, Γη, Γξξ,Γξη,Γηη,Γτ .

Differentiating equation (22) in τ , we obtain the
following equation for Γτ :

(a1 + ε)Γτττ − (1− a′1)Γττ +M1(Γτ ) = (Γ(f∗ε ))τ ,

as well as the boundary condition Γτη |η=0= 0 on
S. By assumption, a′1(τ) is small in Bδ. Therefore,
the equation for Γτ is similar to (22). Thus, for the
derivatives of Γ of the form

Γτξ, Γτη, Γτξξ, Γτηξ,

(a1 + ε)Γτττ − (1− a′1)Γττ ,Γτηη,Γττ .

inBδ4 , δ4 < δ3, we obtain estimates uniform in ε, just
as we have done for z.

Similar arguments applied to Γττ allow us to
show that the derivatives

Γττξ, Γττη, Γττξξ, Γττηξ,

(a1 + ε)Γττττ − (1− a′1)Γτττ ,Γττηη,Γτττ .

are bounded in Bδ5 , δ5 < δ4, uniformly with respect
to ε.

These estimates show that inBδ5 the third and the
fourth order derivatives of z involving more than one
differentiation in τ are bounded uniformly in ε, while
the first order derivatives of Γ(Γ) in ξ and η satisfy the

Lipschitz condition in ξ, η with constants independent
of ε, τ .

From the Schauder estimates for an elliptic equa-
tion of the form

M1(Γ) = −Γ(Γ) + Γ(f∗ε ).

it follows that the derivatives of Γ in ξ and η up to the
third order are bounded and satisfy the Hölder condi-
tion in Bδ6 , δ6 < δ5, uniformly with respect to ε and
τ . Schauder estimates for the solution z of equation
(21) written in the form

M1(z) = −Γ(z) + f∗ε ,

allow us to claim that z has its derivatives in ξ and η up
to the forth order bounded in Bδ7 , δ7 < δ6, uniformly
with respect to ε and τ .

Thus, we have obtained estimate for the deriva-
tives of wn

ε in τ, ξ, η up to the fourth order in a neigh-
borhood of the entire boundary S, except for a neigh-
borhood of S0 and a neighborhood w of the inter-
section S ∩ {ξ = 0} which is a subset of the plane
{η = η1}.

In equation (16) and the boundary condition (17),
let us pass to another unknown function W given by

w =Weφ2(η), φ2(η) = −αηη1 − η

η1
,

α = const > 0.

For W we obtain the following equations

∂W

∂η
− αW = (F )ε for η = 0,

−∂W
∂η

− αW = (F )ε for η = η1.

In order to estimate the first order derivatives of
wn
ε in Q, consider the following function in Qr1 ∩

{−1
2 − r1 < τ < T + δ + r1}:

X1 =W 2
ξ +W 2

τ +Wη(Wη − 2Y ) + k(η),

where Y = (αW + (F )ε)κ1(η), we define function
κ1(η) such that κ1(η) = 1 for | η |< δ; κ1(η) =
−1 for | η − η1 |< δ; κ1(η) = 0 for 2δ < η <
η1 − 2δ, k(η) is a positive function to chosen later.
Clearly, ∂W/∂η−Y = 0 on the parts of the boundary
S belonging to the planes η = 0 or η = η1. We have

∂X1

∂η
|η=0= 2WξWξη + 2WτWτη − 2WηYη + k′(0)

= 2α[W 2
ξ +W

2
τ ]−2Y Yη+2Wξ(F )εξ+2Wτ (F )ετ+
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+k′(0) > 0,

provided that k′(0) is positive and sufficiently large.
Likewise, taking k(η) in X1 such that k′(η1) is neg-
ative and sufficiently large in absolute value, we find
that

∂X1

∂η
|η=η1< 0.

By the methods already used in the proof of Lemma 5
we obtain

L0ε(X1) + c8X1 ≥ −c9, (23)

where

L0ε(W ) ≡ Lε(W )+2[(ε+a3)+ν(w
n−1)2ε]φ2η

∂W

∂η

+{(ν(wn−1)2ε + ε+ a3)[φ2ηη + (φ2η)
2]

+(px + 2νη(w
n−1)2)εφ2η}W,

the constant c8 and c9 do not depend on ε. In Qr1 ,
consider the function

X∗
1 = X1e

−βt, β = const > 0.

For sufficiently large β, the coefficient of X∗
1 in (23)

is less than -1. It follows from (23) that if X∗
1 takes

its largest value inside Qr1 , then X∗
1 is bounded by a

constant independent of ε.
Neither for η = 0 nor for η = η1 can X∗

1 attain
its largest value. It follows from the above estimates
that on the remaining part of the boundary of Qr1 the
function X∗

1 is bounded uniformly in ε. Likewise, we
can estimate the second and the third order derivatives
of wn

ε by considering the functions

X2 =W 2
ττ +W 2

ξξ +W 2
τξ +Wηξ(Wηξ − 2Yξ)

+Wητ (Wητ − 2Yτ ) + g21(η)W
2
ηη + k(η),

X3 = (X3)
′
+ g21(η)[W

2
ηηη +W 2

ηηξ +W 2
ηητ ]

+Wηξξ(Wηξξ − 2Yξξ) +Wηττ (Wηττ − 2Yττ )

+Wηξτ (Wηξτ−2Yξτ
) + k(η),

where (X3)
′

stands for the sum of third order deriva-
tives of W in ξ and τ

g1(η) =

{
0 for η < δ

2 or η > η1 − δ
2 ,

1 for η1 − δ > η > δ.

The required estimates for X2 and X3 can be ob-
tained by the method used above in relation to X1; in
order to establish the inequality of type (23) for X2

and X3, we can use the fact that in (16) the coefficient
of Wηη is positive for η < δ and η1 − η < δ, as we

have done in the proof of Lemma 6. While estimat-
ing the fourth order derivatives of W , the following
observations are useful.

Consider the function

X4 = (X4)
′
+ g21(η)(X4)

′′
+Wηξξξ(Wηξξξ − 2Yξξξ)

+Wητττ (Wητττ − 2Yτττ ) +Wηξξτ (Wηξξτ − 2Yξξτ )

+Wηττξ(Wηττξ − 2Yττξ) + k(η),

where (X4)
′
is the sum of squared fourth order deriva-

tives of W except those involving a differentiation
in η, and (X4)

′′
is the sum of squared fourth order

derivatives of W involving more than one differentia-
tion in η.

The expression forX4 contains third order deriva-
tives of Y and, therefore, of (F )ε. The operator
L0ε(X4) can be estimated through the expressions

L0ε(Yτττ ), L0ε(Yξξξ), L0ε(Yττξ), L0ε(Yτξξ).

which contain fifth order derivatives of (F )ε. By con-
struction, F is infinitely differentiable outside the δ-
neighborhood of S0 and has its fourth order deriva-
tives bounded in ε on S. In the intersection of the
domain Q with the δ-neighborhood of S0, the opera-
tor L0ε involves second order derivatives in ξ and τ
with the coefficient ε, namely,

ε
∂2

∂τ2
, ε

∂2

∂ξ2
.

Since F has its fourth order derivatives bounded in
ε, the fifth order derivatives of its regularization (F )ε
can be written as O(ε−1). Therefore, the operator L0ε

applied to the third order derivatives of (F )ε results
in a quantity uniformly bounded in ε. For the rest,
the proof of the estimate for X4 literally follows the
case of X1, X2, and X3. Thus, we finally see that the
derivatives of wn

ε up to the fourth order are bounded
uniformly in ε.

Theorem 12 The solutionswn
ε of problem (16)(17) in

Q converge, as ε → 0, to the function wn which is a
solution of problem (8)(9) in Ω and has its derivatives
up to the fourth order bounded in Ω.

Proof: By Lemma 11, the derivatives of wn
ε up to the

fourth order are uniformly bounded in ε. Therefore,
there is a subsequence wn

εk such that wn
εk, together

with their derivatives up to the third order, are uni-
formly convergent to wn in Q as εk → 0. The limit
functionwn(τ, ξ, η) satisfies equation (8) in Ω, as well
as the boundary condition (10). Let us show that the
condition in (9) hold for wn. To this end, we prove
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that wn = w∗ in Q \ Ω1. Set z = wn − w∗. By
construction, we have

a1zττ + a2zξξ + a3zηη + ν(w∗)2zηη − zτ − ηzξ

+[px + 2νη(w
∗)2]wη − 2a1z = 0,

in Q \ Ω1, and ∂z/∂n = 0 on the part of the bound-
ary of Q \ Ω1 that belongs to S. In Q \ Ω1, consider
the function z∗ defined by z = z∗ψ1(τ), where ψ1(τ)
is the function constructed in the proof of Lemma 10.
For z∗ we obtain an equation in Q \ Ω1 with the co-
efficient of z∗ being strictly negative in the closure of
Q \ Ω1.

LetE(τ, ξ, η) be a smooth function inQ such that
∂E/∂n < 0 on S, and E > 1. Set z1 = z∗(E + C),
where C is a positive constant. It is easy to see that in
the equation for z1 the coefficient of z1 is negative if
C is sufficiently large. The boundary condition on S
for z1 will have the form

∂z1
∂n

− α1z1 = 0, where α1 = −∂E
∂n

> 0.

Clearly, | z1 | cannot attain its largest value on S, for
at the point of maximum of | z1 | on S we must have

z1
∂z1
∂n

− α1(z1)
2 < 0,

which is incompatible with the boundary condition on
S. The largest value of | z1 | cannot be attained inside
Q \Ω1, for at the point of its maximum we must have
z1τ = 0, z1ξ = 0, z1η = 0, z1z1ηη ≤ 0, z1z1ξξ ≤ 0,
and z1z1ττ ≤ 0, which is in contradiction with the
equation obtain for z1 at that point.

In a similar way, it can be shown that the maxi-
mum of | z1 | can be attained neither for τ = 0 nor
for ξ = 0 on the boundary of Q \ Ω1. It follows that
z1 ≡ 0 in Q \ Ω1 and, therefore, wn ≡ w∗ in Q \ Ω1.
Hence, we see that

wn(0, ξ, η) = w0, wn(τ, 0, η) = w1.

Let us show that wn = 0 on the surface η =
U(τ, ξ). It follows from the above results that wn = 0
for τ = 0 and η = U(0, ξ), as well as for ξ = 0
and η = U(τ, 0). Since wn−1 = 0 on the surface
η = U(τ, ξ), the equation

wn
τ + ηwn

ξ − pxw
n
η = 0,

holds for wn on that surface. As indicated above, the
vectors (1, η,−px) belong to planes tangential to the
surface η = U(τ, ξ) and form a vector field on that
surface. Integral curves of that field, being extended
for smaller values of τ , will cross the border of the sur-
face either at ξ = 0 or at τ = 0, where wn = 0. Since

wn is constant on these integral curves, wn = 0 on the
entire surface η = U(τ, ξ). Note that the function wn

constructed above has its third order derivatives in Ω
satisfying the Lipschitz condition.

Theorem 13 Assume that p(t, x), v0(t, x), u0(x, y),
u1(t, y), w0(ξ, η), w1(τ, η), ν(y), g(t, x) are suffi-
ciently smooth and satisfy the compatibility conditions
which amount to the existence of the function w∗ men-
tioned earlier. Then there is one and only one solu-
tion of problem (1)-(3) in the domain D, with X be-
ing arbitrary and T depending on the data of prob-
lem (1)-(9), or T being arbitrary and X depending on
the data. This solution has the following properties:
u > 0 for y > 0, uy > 0 for y ≥ 0; the derivatives
ut, ux, uy, uyy, vy are continuous and bounded in D̄;
moreover, the ratios

uyy
uy

,
uyyyuy − u2yy

u3y
,

are bounded in D.

Proof: Let w be the solution of problem (5)-(7) con-
structed in the proof of Theorem 12. Let u be defined
by the condition w = uy, or

y =

∫ u

0

ds

w(t, x, s)
. (24)

Since w(t, x, s) > 0 for s < U(t, x), and w = 0
for s = U(t, x), we have u→ U(t, x) as y → ∞, and
0 < u < U(t, x) for 0 < y < ∞, u(t, x, 0) = 0. The
condition u(0, x, y) = u0 and u(t, 0, y) = u1 are also
valid, since w0 = u0y and w1 = u1y. The function
defined by (24) possesses the derivatives

uy = w, uyy = wηw, uyyy = wηηu
2
y + wηuyy,

νy = νηw, νyy = νηηw
2 + νηwηw.

The derivatives ut and ux are given by

ut = −w
∫ u

0

wt(t, x, s)

w2(t, x, s)
ds,

ux = −w
∫ u

0

wx(t, x, s)

w2(t, x, s)
ds.

Set

v =
−ut − uux − px + (νuy)y

uy
. (25)

Let us show that u and v defined by (24) and (25)
satisfy system (1). Differentiating the relation uy =
w, we find that there exist the derivatives

uyx = wξ + uxwη, uyt = wτ + utwη.
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Therefore, v admits the derivatives in y. Differentiat-
ing (25) in y, we obtain

vyuy + vuyy = −uty − uyux−

uuxy + νyyuy + 2νyuyy + νuyyy. (26)

The function w satisfies equation (5). Replacing in
(5) the derivatives of w by their expressions in terms
of derivatives of u, we find that

νu2y
uyuyyy − u2yy

u3y
−uyt+ut

uyy
uy

−u(uyx−
uxuyy
uy

)+

+px
uyy
uy

+ νyyuy + νyuyy = 0. (27)

It follows from (26) and (27) that

ux + vy = 0. (28)

Let us show that v(t, x, 0) = v0(t, x). It follows
from (7) that

v0 = (
νwwη − px + νηw

2 − gτ − ggξ
w

) |η=g .

From (25) we find that

v |y=0= (
−ut − uux − px + (νuy)y

uy
) |y=0

= (
νwwη − px + νηw

2 − gτ − ggξ
w

) |η=g= v0.

Thus we have proved the existence of a solution
for problem (1)-(3) in the class of smooth functions.
Its uniqueness is able to been established by a similar
way as Theorem 4.2.2 of [3], we omit the details here.

5 Appendix
At the last of the paper, we give the details of the proof
to the inequality (11). As in the section 2, we have

Φn = Φ∗
n ≡ (Wn

τ )
2 + (Wn

ξ )
2 + (Wn

η )
2 + k0 + k1η.

Applying the operator

2Wn
τ

∂

∂τ
+ 2Wn

ξ

∂

∂ξ
+ 2Wn

η

∂

∂η

to the equation

L0
n(W

n) +BnWn = 0,

we find that

0 = ν(wn−1)2Φ∗
nηη − Φ∗

nτ − ηΦ∗
nξ +AnΦ∗

nξ + 2BnΦ∗
n

−2ν(wn−1)2{(Wn
τη)

2 + (Wn
ξη)

2 + (Wn
ηη)

2}
+[2ν((wn−1)2)τW

n
ηηW

n
τ + 2ν((wn−1)2)ξW

n
ηηW

n
ξ

+2ν((wn−1)2)ηW
n
ηηW

n
η ] + [−2Wn

ξ W
n
η + 2An

η (W
n
η )

2

+2An
ξW

n
η W

n
ξ + 2An

τW
n
η W

n
τ

+2W (Bn
ηW

n
η +Bn

ξW
n
ξ +Bn

τW
n
τ )]

−Bn(k1η + k0)−Ank1 + 2Wn
τ [νηηe

αη(wn−1)3]τ
+2Wn

ξ [νηηe
αη(wn−1)3]ξ + 2Wn

η [νηηe
αη(wn−1)3]η.

(29)
for the last three terms, we have

2Wn
τ [νηηe

αη(wn−1)3]τ + 2Wn
ξ [νηηe

αη(wn−1)3]ξ

+2Wn
η [νηηe

αη(wn−1)3]η

= 2αWn
τ νηηe

αη(wn−1)3

+2Wn
τ νηηe

αη[(wn−1)3]τ + 2αWn
ξ νηηe

αη(wn−1)3

+2Wn
ξ νηηe

αη[(wn−1)3]ξ + 2Wn
η νηηηe

αη(wn−1)3

+2αWn
η νηηe

αη(wn−1)3 + 2Wn
η νηηe

αη[(wn−1)3]η.

according to ab ≤ a2+b2

2 ,ν,νηη,νηηη are bounded, we
have

2αWn
τ νηηe

αη(wn−1)3 + 2αWn
ξ νηηe

αη(wn−1)3

+(2ανηη + 2νηηη)W
n
η e

αη(wn−1)3

≤ h1[(W
n
τ )

2 + (wn−1)6] + h2[(W
n
ξ )

2 + (wn−1)6]

+h3[(W
n
η )

2 + (wn−1)6]

≤ h[(Wn
τ )

2 + (Wn
ξ )

2 + (Wn
τ )

2] + h(wn−1)6,

where h1, h2, h3 are taken large enough, h = h1 +
h2 + h3

2Wn
τ νηηe

αη[(wn−1)3]τ + 2Wn
ξ νηηe

αη[(wn−1)3]ξ

+2Wn
η [νηηe

αη(wn−1)3]η

≤ h[(Wn
τ )

2 + (Wn
ξ )

2 + (Wn
τ )

2] + h(wn−1)6

+ 2Wn
τ νηηe

αη[(wn−1)3]τ+2Wn
ξ νηηe

αη[(wn−1)3]ξ

+2Wn
η νηηe

αη[(wn−1)3]η

≤ h[(Wn
τ )

2 + (Wn
ξ )

2 + (Wn
τ )

2] + h(wn−1)6

+h4[(W
n
τ )

2 + (Wn
ξ )

2 + (Wn
η )

2]

+
νηηe

αη

h4
{[((wn−1)3)τ ]

2 + [((wn−1)3)ξ]
2

+[((wn−1)3)η]
2}.

Denote by I1 the terms in the first square brackets
in (29), we obtain the following estimate from above

I1 ≤ R1[(W
n
τ )

2 + (Wn
ξ )

2 + (Wn
η )

2]

+
ν

R1
{[((wn−1)2)τ ]

2 + [((wn−1)2)ξ]
2

+[((wn−1)2)η]
2}(Wn

ηη)
2,
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where R1 is a constant.
It is well known that (see for instance [19]) any

non-negative function q(x) defined on interval −∞ <
x < +∞ and having bounded second derivatives on
that interval satisfies the inequality

(qx)
2 ≤ 2{max | qxx |}q(x).

The function (wn−1)3 or (wn−1)2 can be extended to
the entire real axis with respect to any of its indepen-
dent variable, so that its extension is a non-negative
bounded function whose second derivative has its ab-
solute value less than or equal to the maximum mod-
ulus of the second derivative of (wn−1)3 or (wn−1)2.
Therefore

νηηe
α(η−g)

h4
{[((wn−1)3)τ ]

2 + [((wn−1)3)ξ]
2

+[((wn−1)3)η]
2} ≤| νηη | (wn−1)3,

ν2

R1
{[((wn−1)2)τ ]

2 + [((wn−1)2)ξ]
2

+[((wn−1)2)η]
2}(Wn

ηη)
2 ≤ ν(wn−1)2(Wn

ηη)
2,

where R1, h4 is chosen sufficiently large. The con-
stantR1 depends on the second derivative of the func-
tions (wn−1)2 and h4 depends on the second deriva-
tive of the functions (wn−1)3.

Denote by I2 the terms enclosed by the second
square brackets in (29). By virtue of the inequality
2ab ≤ a2 + b2, these terms can be estimated from
above by the expression R2Φ

∗
n + k8, where the con-

stant R2 depends on the first order derivative of the
functions wn−1, k8 is independent of n.

Therefore, in the region η ≥ δ2, we have

L0
n(Φn)+R3Φn+k9 ≥ 0 or L0

n(Φn)+R
nΦn ≥ 0,

where the constant k9 is independent of n, and the
function Rn depends on the first and the second
derivatives of wn−1.

In order to estimate L0
n(Φn) in Ω for η ≤ δ2, we

should also calculate L0
n(2W

n
η H

n)

L0
n(2W

n
η H

n) = 2HnL0
n(W

n
η ) + 2Wn

η L
0
n(H

n)

+4ν(wn−1)2Wn
ηηH

n
η

= 2Hn{−ν(wn−1)2ηW
n
ηη +Wn

ξ −An
ηW

n
η

−Bn
ηW

n −BnWn
η − [νηη(w

n−1)3eα(η−g)]η}

+2Wn
η [L

0
n(
v0
ν
) + L0

n(
px

νWn−1
)− αχ(η)BnWn

−αχ(η)νηη(wn−1)3eα(η−g) + αWnL0(χ)

+2αν(wn−1)2Wn
η χ

′
+ L0

n(
gτ − ggξ
νWn−1

− νηW
n−1

ν
)]

+4ν(Wn−1)2Wn
ηηH

n
η .

According to Lemma 3 and Lemma 4, (wn−1)2≥
γ0 > 0 for η ≤ δ2. There, the terms I1 in (11) together
with 2Hnν(wn−1)2ηW

n
ηη, can be estimated with the

help of the inequality 2ab ≤ a2/h+ hb2 as follows:

I1+2Hnν(wn−1)2ηW
n
ηη ≤ 1

2
νγ0(W

n
ηη)

2+R4Φn+k10,

where the constant R4 does not depend on n, It fol-
lows from (11) and L0

n(2W
n
η H

n) that

L0
n(Φn) +R5Φn +R6 ≥ 0 for η ≤ δ2,

where R5 and R6 are constant that depend neither on
wn−1 nor on its derivatives up to the second order.
Since Φn ≥ 1, we have R6Φn ≥ R6, Therefore

L0
n(Φn) +RnΦn ≥ 0.
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